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Reactor length-scale modeling of chemical vapor
deposition of carbon nanotubes
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Chemical Vapor Deposition (CVD) of carbon nanotubes from a gas mixture consisting of
methane (carbon precursor) and hydrogen (a carrier gas) in the presence of cobalt, nickel or
iron catalytic particles in a cylindrical reactor is modeled at the reactor length-scale by
solving a continuum-based coupled boundary-layer laminar-flow hydrodynamics,
heat-transfer, gas-phase chemistry and surface chemistry problem. The model allows
determination of the gas-phase fields for temperature, velocity, and various species as well
as the surface-species coverages and the carbon deposition rate. Various available
experimental and theoretical assessments are used to construct the necessary database for
gas-phase and surface chemistry and gas-phase transport parameters. A reasonably good
agreement is found between the model predicted and the experimentally measured carbon
nanotubes deposition rates over a relatively large range of processing conditions.
C© 2003 Kluwer Academic Publishers

1. Introduction
Since their discovery in 1991 [1], carbon nanotubes
have been the subject of intense research. Single walled
carbon nanotubes (SWCNTs) have attracted particular
attention because of a wide range of their potential ap-
plications. Among these applications are their use: (a)
as structural materials with extraordinary mechanical
properties [2]; (b) in nano-electronic components [3]
in which the limitations imposed by Moore’s law may
be circumvented [4]; (c) as probes in scanning probe mi-
croscopy [5] with the added advantage of a chemically-
fuctionalized tip; (d) as high-sensitivity microbalances
[6]; (e) as gas detectors [7, 8]; (f) in hydrogen stor-
age devices [9]; (g) as field-emission type displays
[10, 11]; (h) as electrodes in organic light-emitting
diodes [12] and (i) as tiny tweezers for nanoscale
manipulation [13].

Carbon nanotubes are generally processed by laser
ablation of carbon rods [e.g., 14], a direct current arc-
discharge between carbon electrodes in an inert-gas en-
vironment [15] or by chemical vapor deposition (CVD)
[16] in combination with nanofabricated catalytic pat-
terning [17] and templating [18]. The aim of these car-
bon nanotube fabrication processes is the production
of long, uniform, single-walled (properties of multi-
walled carbon nanotubes, MWCNTs, are quite inferior
compared to those of SWCNTs), spatially ordered nan-
otubes of the same chirality. If the processing conditions
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are not selected properly, fabricated material typically
consists of a mat of poorly ordered entangled SWCNTs
and MWCNTs with a distribution in tube diameters
with their structure varying between zigzag, armchair
and different chiral forms.

Carbon-nanotube modeling efforts can be roughly di-
vided in two distinct categories: (a) Molecular dynam-
ics type calculations employing the Tersoff-Brenner
reactive interactive potentials [e.g., 19] and (b) Ab-
initio analyses based on density functional total energy
calculations [e.g., 20] often combined with molecular
dynamics simulations [e.g., 21]. These modeling ap-
proaches enable elucidation of the basic mechanisms
associated with the growth of SWCNTs and MWCNTs
in the absence and in the presence of transition-metal
catalysts. However, these methods are unable to help
establish relationship between the fabrication-process
parameters and the nucleation and growth conditions
at the surface of growing nanotubes, the conditions
which control microstructure, length and spatial or-
dering of nanotubes. In a series of papers Grujicic
and Lai [22–24] demonstrated that establishment of
the process-parameters/growth-conditions/fabricated-
material-microstructure relationships entails a multi
length-scale approach. That is, the same problem, fab-
rication of the carbon nanotubes, must be considered
at the length scale of a chemical reactor, at the charac-
teristic length-scale of a growing nanotube and at the
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atomic length scale. The objective of the present pa-
per is to carry out a reactor length-scale analysis of
catalytically-assisted chemical vapor deposition based
fabrication of the carbon nanotubes. The results ob-
tained in the present paper are used in a companion
paper [25] as input to an atomic-scale analysis of the
same fabrication process.

The organization of the paper is as follows. The pro-
cedure used to assess and compile various gas-phase
and surface chemistry and gas-phase transport proper-
ties is described in Section II. A brief overview of the
continuum-based coupled boundary-layer laminar-flow
hydrodynamics, heat-transfer, gas-phase chemistry and
surface chemistry model used to analyze carbon nan-
otubes fabrication by catalytic thermal decomposition
of methane is presented in Appendix. The results ob-
tained in the present work are presented and discussed
in Section III. The main conclusion resulted from the
present work are summarized in Section IV.

2. Computational procedure
Reactor-scale modeling of the fabrication of carbon
nanotubes is carried out for a standard horizontal cylin-
drical (channel-type) CVD reactor. A model origi-
nally developed by Coltrin et al. [26] for a laminar
boundary-layer two-dimensional (planar or cylindrical)
boundary-layer flow based on the known gas-phase and
surface kinetic mechanisms for chemically-reacting gas
mixtures is used. A brief overview of the model is given
in Appendix. The model assumes that diffusive trans-
port is negligible in the principal-flow (x) direction
(the direction along the reactor axis) and requires that
boundary conditions gas-phase temperature, pressure,
velocity in the principal flow direction and the species
concentrations be specified at the reactor inlet and at the
substrate (reactor walls). For the given geometry of the
reactor, the model predicts two-dimensional gas-phase,
temperature, velocity and species concentration fields,
surface species coverages and the deposition rates.

In the present work, the experimental studies of
Buckenstein and Hu [27] and Flahaut et al. [28] are
closely followed to model fabrication of the carbon nan-
otubes by catalytic thermal decomposition of methane.
Buckenstein and Hu [27] and Flahaut et al. [28] used
several single transition-metal oxide substrates and bi-
nary transition-metal oxide spinel substrates which un-
dergo a hydrogen reduction reaction yielding fine-scale
Co, Fe, and Ni based particles. These particles are be-
lieved to play a crucial role in promoting the growth of
SWCNTs and MWCNTs while preventing their closure
by hampering formation of a (fullerene-type) end-cap.
Since the objective of the present work is to model the
steady-state growth regime of carbon-nanotube deposi-
tion and not the initial stage of formation of transition-
metal particles, hydrogen reduction of the oxide/spinal
substrates and the resulting formation of transition-
metal particles are not considered. Instead, such parti-
cles are assumed to be present from the onset of carbon-
nanotubes deposition. In addition, since the transition
metal particles are believed to be attached to the tip
of the growing nanotubes (the tip-growth mechanism),
they are considered not only to hamper nanotubes clo-

TABLE I A comparison between predicted and experimentally de-
termined [28] carbon-nanotubes growth rates for the case of thermal
decomposition of methane at the reactor-wall temperature of 1343 K

Carbon nanotubes growth rate, µm/min

Substrate Model prediction Experimentally measured [28]
Cobalt 0.11–0.57 0.4–2.4
Nickel 0.11–0.56 0.3–1.6
Iron 0.11–0.55 0.2–0.9

sure but also to act as the substrate for carbon absorp-
tion/deposition from the gas phase. As a result of an
interaction between the gas phase and the substrate, var-
ious hydrocarbon species (the products of thermal de-
composition of methane) are absorbed on the surface of
transition-metal particles. Due to a relatively large size
of their molecules, absorbed species are not very mo-
bile on the substrate surface. However, they can readily
interact with atomic (gas-phase) hydrogen which gives
rise to hydrogen-abstraction. Once hydrogen is com-
pletely abstracted from the absorbed hydrocarbons, the
resulting surface-absorbed carbon promptly diffuses
over the particles surface until it reaches the tip of the
growing nanotube to which it readily attaches.

Thirty-four gas-phase reactions in the CH4-H2 mix-
ture are considered as summarized in Table I of our
recent paper, [29]. The gas-phase reactions involve
the following species: CH4, CH3, CH2, CH, C, C2H,
C2H2, C2H3, C2H4, C2H5, C2H6, H and H2. Arrhe-
nius kinetic parameters Ai , β i and Ei which define the
temperature dependence of the reaction rate constants,
Equation A.11 for all gas-phase reactions are taken
from Chemkin II database [29] and could be found also
in Table I of [29].

The temperature-dependent transport properties (vis-
cosity, thermal conductivity and the diffusion coeffi-
cients) of gas-phase species are also obtained from
the Chemkin II database [30]. These quantities were
originally obtained from Lennard-Jones parameters for
each of the chemical species using standard techniques
[37]. Temperature-dependent thermodynamic proper-
ties (heat capacities, entropies and enthalpies) for each
of the chemical species are also obtained from the
Chemkin II database [30]. These data were originally
obtained using existing published experimental data
and various statistical mechanics estimates based on
electronic-structure calculations.

Complex phenomena occurring at the deposition sur-
face involving gas-phase, surface and bulk species are
described using surface chemical reactions. Nineteen
such reactions are considered in the present work as
summarized in Table II in our recent paper, [29]. Sym-
bols G, S and B in the parenthesis following a species
name used in [29] to denote respectively whether the
species is a gas-phase, a surface or a bulk species are
also used in the present paper. Likewise, symbols R, R2
and R3 are used to denote single, double and triple rad-
icals. Twelve surface species: T(S), TH(S), TCH3(S),
TCH2(S,R), TCH(S,R2), TC(S,R3), TC2H2(S), TC2
H(S,R), TC2(S,R2), TCH2 CH3(S), TCHCH3(S,R), and
TCCH3(S,R2) and one bulk species, C(B), are consid-
ered, where symbol T is used to denote the transition-
metal (alloy) particle (substrate).
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Figure 1 A flowchart of the surface reaction mechanisms involved in CVD of carbon nanotubes form a CH4 + H2 mixture in the presence of
transition-metal catalysts.

A flow chart showing various reaction paths associ-
ated with CVD of carbon nanotubes from a CH4 + H2
mixture in the presence of transition metal particles is
shown in Fig. 1. The substrate surface T(S) reacts with
gas-phase species H, CH3 and C2H2. Reactions with
H lead to passivization of the substrate surface. Reac-
tions with the other two species, on the other hand, give
rise to chemisorption of hydrocarbon molecules on to
the substrate surface. Through subsequent hydrogen ab-
straction from the chemisorbed hydrocarbons and from
hydrocarbon chemisorbed onto chemisorbed hydrocar-
bon radicals, TC(S,R3) and TC2(S,R2) surface species
are formed. Since these surface species are, in fact,
chemisorbed carbon atoms (and carbon atom pairs),
they are quite mobile (in comparison to the chemisorbed
large hydrocarbon molecules) and readily diffuse to the
growing edges of carbon nanotubes to which they at-
tach. Once a chemisorbed carbon atom attaches to the
nanotube edge, a T(S) species (a non-passivated sur-
face site) is created and made available for a continuing
chemisorption of hydrocarbon molecules from the gas
phase.

The Arrhenius kinetic parameters for various
surface reactions listed in Table II of [29] were
determined as part of the present work as follows.
Reactions S5 (TCH3(S) + H ↔ TCH2(S,R) + H2),

S7 (TCH2(S,R) + H ↔ TCH(S,R2) + H2), S10 (TCH
(S,R2) + H ↔ TC(S,R3) + H2), S14 (TCH2CH3(S) +
H ↔ TCHCH3(S,R) + H2), S16 (TCHCH3(S,R) +
H ↔ TCCH3(S,R2) + H2), and S18 (TC2Hy(S,R(2 −
y)) + H ↔ TC2Hy−1(S,R(3 − y)) + H2, y = 1, 2) in-
volve hydrogen abstraction from the chemisorbed
hydrocarbons. Since transition-metal atoms of the sub-
strate surface do not directly participate in these reac-
tions, it is assumed that the rate constants for these
reactions are invariant to the nature of the substrate
and, hence, the kinetic parameters for the correspond-
ing reactions accompanying CVD of diamond [22]
are used. Likewise, transition-metal atoms do not direc-
tly participate either in reactions S6 (TCH2(S,R) +
H ↔ TCH3(S)), S8 (TCH(S,R2) + H ↔ TCH2(S,R)),
S11 (TC(S,R3) + H ↔ TCH(S,R2)), S15 (TCHCH3
(S,R)+H ↔ TCH2CH3(S)), and S17 (TCCH3(S,R2)+
H ↔ TCHCH3(S,R)) which involve chemical reac-
tions between the chemisorbed hydrocarbon radi-
cals and the atomic hydrogen or in reactions S12
(TCH(S,R2) + CH3 ↔ TCHCH3(S,R)) and S13 (TCH2
(S,R) + CH3 ↔ TCH2 CH3(S)) which involve chem-
ical reactions between the chemisorbed hydrocarbon
radicals and CH3. Consequently, the rate constants for
these reactions are also assumed to be independent
of the character of the substrate and are assigned the
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values commonly used for the corresponding surface
reactions attending CVD of diamond {22].

Reaction S1 (T(S) + H ↔ TH(S)) involves chem-
isorption of atomic hydrogen onto the substrate sur-
face and its desorption from it. In accordance with
a general practice [e.g., 22], zero activation energy
(kinetic parameter Ei in Equation A.11) is assigned
to the chemisorption reaction, while the activation en-
ergy for desorption is set equal to the absorption energy.
Chemisorption energies of H on cobalt (285 kJ/mol),
nickel (280 kJ/mol) and iron (295 kJ/mol) as reported
in [40] are used. The remaining kinetic parameters
for reaction S1 are set equal to their counterparts gen-
erally used in the reactor-scale analysis of CVD of di-
amond [22].

Reaction S2 (T(S) + CH3 ↔ TCH3(S)) involves CH3
chemisorption onto the substrate surface. Again, zero
activation energy is assigned to the chemisorption re-
action, while the activation energy for desorption is set
equal to the absorption energy. CH3 chemisorption en-
ergies on cobalt (144 kJ/mol), nickel (150 kJ/mol) and
iron (171 kJ/mol) as determined by Mahalingam et al.
[39] are used. The remaining kinetic parameters for
reaction S2 are set equal to their counterparts gen-
erally used in the reactor-scale analysis of CVD of
diamond [22].

Reaction S3 (T(S) + C2H2 ↔ TC2H2(S)) involves
chemisorption of C2H2. Mahalingam et al. [39] showed
that due to similarities in the orbital character of CH3
and C2H2, the substrate/carbon bond energies are essen-
tially identical for these two hydrocarbons. Since dur-
ing chemisorption of CH3 one substrate/carbon bond
is created while two such bonds are formed during
chemisorption of C2H2, the chemisorption energies of
C2H2 on cobalt, nickel and iron are two times larger
than their CH3 counterparts. As before, the remaining
kinetic parameters for reaction S3 are set equal to their
counterparts generally used in the reactor-scale analysis
of CVD of diamond [22].

Reaction S4 (TH(S) + H ↔ T(S) + H2) involves hy-
drogen abstraction form the (hydrogen) passivated sub-
strate surface. No published data for the kinetic param-
eters of this reaction are available in the literature. To
overcome this problem, reaction S4 is considered as
a sum of reverse reaction S1 and the reaction H + H
<-> H2. Since the heats of reaction are known for lat-
ter two reactions, the enthalpy changes accompanying
reaction S4 are found to be: −162 kJ/mol, −166 kJ/mol
and −152 kJ/mol for a cobalt, nickel and iron substrate,
respectively. These values are used in the computation
of the reverse reaction rate constants whereas the kinetic
parameters for CVD of diamond are used to compute
the forward rate reaction constants [22].

Reaction S9 (TCH2(S,R) + H ↔ T(S) + CH3) in-
volves CH3 abstraction from the passivated substrate
surface covered by chemisorbed CH2(S,R) radicals. No
published data for the kinetic parameters of this reac-
tion are available in the literature. To overcome this
problem, reaction S9 is considered as a sum of reverse
reaction S2 and forward reaction S6. Since the heats
of reaction are known for the latter two reactions, the
enthalpy changes accompanying reaction S9 are found

to be −205 kJ/mol, −196 kJ/mol and −176 kJ/mol for
a cobalt, nickel and iron substrate, respectively. These
values are used in the computation of the reverse reac-
tion rate constants whereas the kinetic parameters for
CVD of diamond are used to compute the forward rate
reaction constants [22].

Reaction S19 (TCy(S,R(3 − y)) ↔ T(S) + yC(B),
y = 1, 2) represents incorporation of the chemisorbed
carbon into the growing edge of a carbon nanotube.
This reaction is considered as a sum of reverse carbon
chemisorption reaction, TC(S,R3) <-> T(S) + C(G),
and a graphite condensation reaction, C(G) <-> C(B).
Using known heats of reaction for the latter two re-
actions, the enthalpy change associated with reaction
S19 is found to be in a range between −483 and
−502 kJ/mol. Such a large negative value of the en-
thalpy of reaction suggests that reaction S19 is very
fast in the forward direction and essentially irreversible.
To reflect this finding, an arbitrarily large value of
the kinetic parameter A is chosen, Table II of [29]. The
computational results are found not to be very sensi-
tive to a two-order increase or decrease in the selected
value of A.

3. Results and discussion
The model for chemically-reacting boundary-layer
flow presented in Appendix is employed in this sec-
tion to analyze carbon nanotubes growth from a H2 +
18 mol% CH4 mixture at the reactor-wall temperature
in a range between 773 and 1023 K and the atmo-
spheric pressure in the presence of cobalt, nickel and
iron transition-metal particles. These processing condi-
tions are identical to the ones used in the experimental
work of Buckenstein and Hu [27]. The radius of the
cylindrical CVD reactor is set to 20 mm, and in or-
der to match the CH4 flow rate of 20 sccm (standard
cm3/min) used by Buckenstein and Hu [27], the initial
axial flow rate u of the gas mixture is set to 90 cm/min.
The temperature of the gas mixture at the reactor inlet
is set to 573 K.

Contour plots of the gas temperature, the axial ve-
locity, and the molar concentrations of CH3 and C2H2
(the two hydrocarbons whose chemisorption to the sub-
strate surface and subsequent reactions with atomic hy-
drogen are responsible for carbon nanotubes growth)
for the case of CVD at the reactor-wall temperature of
1023 K and in the presence of cobalt catalytic particles
are shown in Fig. 2a–d, respectively. Qualitatively sim-
ilar fields for these quantities are obtained in the cases
of carbon nanotube growth in the presence of nickel
and iron catalytic particles and at different reactor-wall
temperatures. It should be noted that the in Fig. 2a–
d, the zero value of the vertical (y) axis (labeled as
“Radius”) corresponds to the centerline of the reac-
tor while Radius = 2 cm corresponds to the reactor
wall.

The temperature field shown in Fig. 2a is as ex-
pected, i.e., the gas-mixture heats up as it passes over
the hot reactor wall. The axial velocity field shown in
Fig. 2b is also as expected, that is as the gas temper-
ature increases, the gas expands and accelerates along
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Figure 2 Contour plots of: (a) the gas temperature in K; (b) the axial gas velocity in cm/sec; (c) the CH3 molar fraction; and (d) the C2H2 molar
fraction for the case of thermal decomposition of methane at 1023 K (the reactor-wall temperature) in the presence of a cobalt catalyst.

the reactor length. Since CH3 and C2H2 are formed
by catalytic thermal decomposition of CH4, the CH3
and C2H2 concentration fields shown respectively in
Fig. 2c and d are controlled by (and are qualitatively
similar to) the temperature field. It should be noted that
the imposed symmetry (zero-flux) condition across the
centerline causes all the contour lines to become verti-
cal at y = 0.

Variation of the carbon deposition rate along the
length of a 30 cm-long reactor for the case of the
reactor-wall temperature of 1023 K and in the presence
of cobalt, nickel and iron catalytic particles is shown
in Fig. 3. For comparison, the corresponding “steady-
state” deposition-rate ranges (denoted as shaded re-
gions) determined experimentally by Buckenstein and
Hu [27] are also shown in Fig. 3. For each of the three
cases, the computational results show that, as a dis-
tance from the reactor inlet increases, the carbon de-
position rate first increases (as the gas temperature in-
creases giving rise to catalytic thermal decomposition
of CH4) and later decreases (as the gas mixture be-

comes depleted on hydrocarbons due to carbon depo-
sition). The computational results are in a good agree-
ment with their experimental counterparts and confirm
numerous experimental observations (e.g., 27, 28) that
between cobalt, nickel and iron, cobalt is the most effec-
tive in promoting formation of carbon nanotubes while
iron is the least effective as a catalyst. It should be
noted, however, that when Co, Ni and Fe are com-
pared relative to their catalytic effect on promoting
the formation of solid carbon, including amorphous
carbon, Fe is found to be most effective while Co to
be the least effective [42]. These experimental find-
ings have been confirmed computationally in our recent
paper [29].

The effect of reactor-wall temperature on the carbon
deposition rate in the presence of a nickel catalyst as
predicted by the present model is shown as a shaded
region in Fig. 4. For comparison, the corresponding ex-
perimental results of Buckenstein and Hu [27] are also
shown (as solid circles) in the same figure. The agree-
ment between the two sets of results is reasonably good
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Figure 3 Variation of the carbon deposition rate (solid curves) along the reactor length for the case of thermal decomposition of methane at 1023 K
(the reactor-wall temperature) in the presence of a cobalt, nickel or iron catalyst. The shaded regions indicate the experimentally determined ranges
of the deposition rates [28].

Figure 4 Variation of the T(S) site fraction along the reactor length for the case of thermal decomposition of methane at 1023 K (the reactor-wall
temperature) in the presence of a cobalt, nickel or iron catalyst.

in the temperature range in which the carbon nanotubes
growth rates are experimentally measured. However, it
appears that the experimental growth rates are less tem-
perature sensitive which may give rise to a less satis-
factory agreement at higher reactor-wall temperatures.
It should be also noted that Buckenstein and Hu [27]
measured only the effect of reactor-wall temperature in
the transient regime of carbon deposition. Hence, their

results had to be rescaled relative to the corresponding
steady-state values before they can be compared with
the present computational results.

It should be recalled that one of the main assump-
tions made in the present model is that chemisorbed
carbon atoms (formed when the chemisorbed hydro-
carbons completely lose their hydrogen through multi-
ple hydrogen abstraction reactions) can readily diffuse
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Figure 5 Effect of the reactor-wall temperature on the deposition rate if carbon for the case of thermal decomposition of methane in the presence of
a nickel catalyst.

over the substrate surface before reaching the growing
edges of carbon nanotubes. For this assumption to be
valid, the site fraction of the T(S) surface species has
to be significant which then ensures that the probability
that chemisorbed carbon atoms (TCy(S,R(3 − y)) sur-
face species) have, as their neighbors, a “clean” surface
sites is reasonably high. To test validity of the afore-
mentioned assumption, variation of the T(S) site frac-
tion along the length of the reactor for the case of the
reactor-wall temperature of 1123 K is shown in Fig. 5.
It is seen that for cobalt and nickel catalysts where the
T(S) site fractions are in excess of 0.1, it appears jus-
tified to assume that surface diffusion of chemisorbed
carbon atoms can readily take place. For the case of
an iron catalyst, the site fraction of T(S) does not ex-
ceed 0.02 and hence the same assumption is less jus-
tified. It should also be noted that a comparison of the
results shown in Figs 3 and 5 suggests that there is
an apparent correlation between the T(S) site fractions
and the corresponding carbon deposition rate. That is,
the higher is the T(S) fraction (primarily controlled by
the magnitude of CH3 and C2H2 chemisorption ener-
gies), the higher is the carbon deposition rate. In fact as
shown by Mahalingam et al. [39], Co, Ni and Fe have
among the transition metals the lowest CH3 and C2H2
chemisorption energies which make them the most ef-
fective catalysts for carbon nanotubes fabrication by
thermal decomposition of methane.

As a final test of the present model, a comparison is
made between the computed carbon-nanotubes growth
rates and their experimental values at the reactor-wall
temperature of 1343 K in the presence of a pure Co,
Ni or Fe catalyst as extracted from the work of Flahaut
et al. [28]. Since the present model allows direct de-

termination of the carbon deposition rate and not the
carbon nanotubes growth rate, a relationship between
the two rates (both expressed in units of length/time) has
to be first established. Such relationship is established
in the following way: First it is recognized that the car-
bon deposition process involves chemisorption of hy-
drocarbons onto the substrate surface and subsequent
hydrogen abstraction while carbon nanotubes growth is
controlled by surface diffusion of the chemisorbed car-
bon and its incorporation in the growing edges of nan-
otubes. For both processes, however, the rate at which
carbon is transferred from the gas phase, expressed as
the number of carbon atoms transferred per unit time, is
the same. Hence, the product of the carbon deposition
rate and the number of carbon-deposition sites on the
particle surface must be equal to the product of the car-
bon nanotube growth rate and the number of nanotube
edge sites. From this relationship, one can define a ra-
tio between the nanotube growth rate and the carbon
deposition rate for the given particle size (and shape),
nanotube radius and the C C bond length (0.14 nm).
Flahaut et al. [28] observed SWCNTs with a radius in a
0.4–5 nm range and equiaxed transition metal particles
with a radius somewhat larger than that of the associ-
ated nanotube. In the present work it is assumed that
the particles are spherical and that their size is such that
their surface area exposed to be gas mixture (onto which
chemisorption of hydrocarbons can take place) is equal
to the surface area of a sphere with a radius equal to that
for the respective nanotube. Using this procedure, it is
found that the nanotube growth rate is between 8 and
40 times larger than the carbon deposition rate de-
pending on the tube (particle) radius. A comparison
between the nanotubes growth rates predicted by the

1825



present model and their experimental values extracted
from the work of Flahaut et al. [28] at the reactor-wall
temperature of 1343 K in the presence of a pure Co,
Ni or Fe catalyst is given in Table I. The agreement
between the two sets of results can be considered as
reasonable considering some uncertainty regarding the
conversion of predicted carbon deposition rates into
nanotubes growth rates and the fact that experimen-
tal growth rates (not explicitly reported by Flahaut
et al. [28]) had to be assessed using SEM images and
data for the surface area change accompanying a post-
fabrication oxidation treatment. One noticeable differ-
ence between the predicted and experimental results
is that at high reactor–wall temperatures, the present
model predicts that the nature of the substrate (cobalt,
nickel or iron) has very little effect on the magnitude
of nanotubes growth rates. However, before these dis-
crepancies between the model and the experiment can
be considered as deficiencies of the present model at
higher wall-temperatures, more reliable experimental
data for carbon nanotubes growth rates are needed.

4. Conclusions
Based on the results obtained in the present work the
following main conclusions can be drawn;

1. Carbon nanotubes fabrication by cobalt, nickel
or iron catalytically-assisted thermal decomposition
of methane in a cylindrical reactor has been success-
fully modeled at the reactor length-scale by solving the
appropriate continuum-based coupled boundary-layer
laminar-flow hydrodynamics, heat-transfer, gas-phase
chemistry and surface chemistry problem.

2. In excellent agreement with experimental obser-
vations, it is found that (due to a low magnitude of their
chemisorption energies) Co, Ni and Fe are very effec-
tive catalysts in comparison with other transition met-
als and that the catalytic effect is the highest in cobalt,
somewhat lower in nickel and still lower in iron.

3. The model predicts carbon deposition rates and
carbon nanotubes deposition rates which are in a rea-
sonably good agreement with their experimental coun-
terparts over a relatively large range of processing
conditions.
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Appendix A: Model for laminar chemically
reacting boundary layer flow
In this section, a brief overview of the coupled hydro-
dynamic, gas-phase chemistry and surface chemistry
model for chemical vapor deposition (and etching) in a
boundary-layer laminar-flow channel-type reactor orig-
inally developed by Coltrin et al. [26] is presented.

A.1 The governing equations
Due to the use of the boundary-layer approximation,
the Navier-Stokes equations are reduced to a system of
parabolic partial differential equations describing the
conservation of mass, momentum, energy, and species
composition. The approximation relies on the existence
of a principal-flow direction in which diffusive effects
can be neglected. The pressure is imposed on the flow
by the boundary conditions and is constrained to be-
ing uniform in the cross-stream direction. This pres-
sure constraint replaces the cross-stream momentum
equation. The governing equations are further mod-
ified through the use of Von Mises transformation
[31] which replaces the cross-stream coordinate with
a stream function. This transformation eliminates the
mass conservation equation replacing it with an inte-
gral and, in addition, eliminates any explicit reference
to the cross-stream convective terms in the resulting
governing equations.

Thus, the present model includes the following sys-
tem of steady-state governing equations:
(a) One (principal-flow direction) momentum conser-
vation equation;

ρu
∂u

∂x
− ρu

M

(
ξ

dM

dx
− dMl

dx

)
∂u

∂ξ
+ dp

dx

= ρu

M2

∂

∂ξ

(
ρuµy2α ∂u

∂ξ

)
+ g(ρi − ρ) (A.1)

(b) Kg gas-phase species conservation equations;

ρu
∂Yk

∂x
− ρu

M

(
ξ

dM

dx
− dMl

dx

)
∂Yk

∂ξ

= ω̇k Wk − ρu

M

∂

∂ξ

(
yαρYk Vky

)

(k = 1, . . . , Kg − 1) (A.2)

(c) One energy conservation equation;

ρucp
∂T

∂x
− ρucp

M

(
ξ

dM

dx
− dMl

dx

)
∂T

∂ξ

= ρu

M2

∂

∂ξ

(
ρuλy2α ∂T

∂ξ

)
−

Kg∑
k=1

ω̇k Wkhk

− ρ2uyα

M

Kg∑
k=1

Yk Vky cpk

∂T

∂ξ
(A.3)

and
(d) One equation of state for the gas phase:

p = ρRT

W̄
= ρRT

Kg∑
k=1

Yk

Wk
(A.4)

where ρ is the density, u the fluid velocity in the
principal-flow (x) direction, M the mass flux, Ml the
mass loss (gain) rate at the lower boundary, ξ , the nor-
malized stream function, µ the mixture viscosity, x is
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the distance in the principal-flow direction from the re-
actor inlet, y the cross-stream coordinate, g the gravita-
tional acceleration, ρi the density at the reactor inlet, Yk

the mass fraction of kth species,
∑Kg

k=1 Yk = 1, Kg the
total number of gas-phase species, ω̇k the rate of pro-
duction of kth species by gas-phase reactions, Wk is the
molecular weight of kth species, cp the mixture heat ca-
pacity, cpk the specific heat capacity of kth species, Vky

the diffusion velocity of kth species in the cross-stream
(y) direction, λ the mixture thermal conductivity, hk

the specific enthalpy of kth species, p the thermody-
namic pressure, R the universal gas constant, T the
absolute temperature and W̄ the mixture mean molec-
ular weight. The axial coordinate x and the normalized
stream function ξ are independent variables while u,
T , Yk , yα+1 and p are dependent variables. It should
be noted that the last term in Equation A.1 is present
only when the gravity vector has a non-zero component
along the principal-flow direction.

The diffusion velocity is defined using either a multi-
component transport approach [32]:

Vky = ρuyα

Xk W̄ M

Kg∑
j 	=k

W j Dkj
∂ X j

∂ξ
− DT

k

ρYk

ρuyα

T M

∂T

∂ξ

(A.5)
or a mixture-average transport method [33]:

Vky = Dk,mρuyα

Xk M

∂ Xk

∂ξ
− DT

k

ρYk

ρuyα

T M

∂T

∂ξ
(A.6)

where Xk = Yk ρ/Wk is the mole fraction of kth
species, Dkj the kth/jth species binary diffusion co-
efficient, DT

k the thermal diffusion coefficient of kth
species, and Dk,m the mixture-based diffusion coeffi-
cient of kth species.

Following Coltrin et al. [26], the mixture-based dif-
fusion coefficient is defined by equating Equations A.5
and A.6 as:

Dk,m =
∑Kg

j 	=k W j Dkj

(
∂ X j

/
∂ξ

)
W̄

∑Kg

j 	=k

(
∂ X j

/
∂ξ

) (A.7)

where the denominator in the last equation is defined
by differentiating

∑Kg

k=1 Xk = 1 as:

∂ Xk

∂ξ
= −

Kg∑
j 	=k

∂ X j

∂ξ
(A.8)

It should be noted that while the mixture-averaged
transport approximation is computationally less de-
manding than the full multi-component transport for-
mulation, it may be inadequate for a CVD analysis at
very low pressure and in the absence of a carrier gas.
It should be also noted that the second term on the
right-hand of Equations A.5 and A.6 accounts for the
contribution of thermal diffusion to species transport.

The parameter α in Equations A.1–A.3 is equal to
1 for an axisymmetric cylindrical reactor and in this
case y represents a radius measured from the reactor
axis (flow centerline). The α = 0 case corresponds to a

reactor consisting of two parallel infinitely-wide plates
and y, in this case, represents the distance from the
midplane. The rate of production (destruction) of kth
species by gas-phase reactions is defined as:

ω̇k =
Ig∑

i=1

vkiqi (A.9)

where Ig is the total number of gas-phase reactions and
νki is the net stoichiometric coefficient for kth species
in ith reaction. The rate of progress for ith gas-phase
reaction is defined as:

qi = kfi

Kg∏
k=1

X
v f

ki
k − kri

Kg∏
k=1

X
vr
ki

k (A.10)

where ν
f

ki and νr
ki are the forward and the reverse stoi-

chiometric reaction coefficients, respectively. The for-
ward and the reverse rate constants for ith reaction, kfi

and kri, are defined as:

kfi = Ai T
βi exp

(
− Ei

RT

)
(A.11)

and

kri = kfi

K c
Ci

(A.12)

where Ai , βi and Ei are Arrhenius kinetic parameters
and K c

Ci is the corresponding concentration-based re-
action equilibrium constant. The latter is related to the
pressure-based equilibrium constant as:

KPi = Kci

(
Patm

RT

) Kg∑
k=1

vki

(A.13)

where Patm denotes the pressure of one standard at-
mosphere. KPi can be computed from the appropri-
ate standard-state enthalpy, �Ho

i , and entropy, �So
i ,

changes accompanying Ith reaction as:

KPi = exp

(
�S◦

i

R
− �H ◦

i

RT

)
(A.14)

Equations A.9–A.14 show that once the gas-phase re-
actions and their thermodynamic (�H o

i , �So
i ) and ki-

netic (Ai , βi and Ei ) parameters are defined, the rate of
production of kth species ω̇k becomes a function of tem-
perature and mass fractions of the gas-phase species.

The stream function is generally defined as:

ψ = 1

α + 1

∫ y

0
ρudyα+1 or

∂yα+1

∂ψ
= α + 1

ρu

(A.15)

and has the physical meaning that (in the absence of a
mass loss/gain) there is an equal mass flow rate between
two lines of constant stream function (streamlines). Un-
der such conditions, the reactor walls themselves are
streamlines and ψ ranges from zero at lower boundary
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(midplane/centerline) to the total mass flux M at the up-
per one (reactor wall). Also, the total mass (evaluated at
the initial conditions) does not change throughout the
computation while ψ becomes x-invariant. However,
if mass is lost or gained from the gas (due to deposi-
tion/etching) the total mass flux changes along the flow
direction and a new normalized stream function:

ξ = ψ

M
(A.16)

is defined whose total magnitude ranges between 0 and
1 for the entire problem and is independent of the total
mass lost (gained) at the reactor walls. M , in this case,
represents the local (x-dependent) value of the total
mass flux.

The total local mass flux is generally defined as:

dM

dx
= dMl

dx
+ dMu

dx
(A.17)

where the subscripts l and u denote the lower and the
upper boundary of the reactor, respectively. For a sym-
metric planar and an axisymmetric cylindrical reactor,
the lower boundary (y = 0) coincides with the mid-
plane/centerline where no mass change takes place and,
hence, dMl /dx = 0. At the upper boundary, i.e., at the
reactor wall (y = ymax), the change in the mass flux is
defined as:

dMu

dx
= −ρvyα|y=ymax (A.18)

where v is the fluid velocity in y direction.
The initial mass flux at the inlet to the reactor which

serves as the initial condition for Equation A.18 is de-
fined as:

M0 =
(∫ ymax

0
ρuyαdy

)
x=0

(A.19)

To complete the system of governing equations for
the gas phase, the relationship between the cross-stream
coordinate and the normalized stream function:

1

M

∂yα+1

∂ξ
= α + 1

ρu
(A.20)

is defined by differentiating Equation A.15.
As will be discussed in next section, boundary con-

ditions at the reactor wall for the gas-phase species
participating in surface-reactions can not be explicitly
defined since they are controlled by the extent of these
reactions. Instead, these boundary conditions are de-
fined implicitly by the balance between the sum of con-
vective and diffusive mass fluxes of gas-phase species
and their production (depletion) rates by surface reac-
tions as:

ρYk(Vky + v) = ṡk Wk, (k = 1, . . . , Kg) (A.21)

and the cross-flow velocity v is defined by the Stefan
condition as:

v = 1

ρ

Kg∑
k=1

ṡk Wk (A.22)

where ṡk is the rate of production of kth gas-phase
species by surface reactions. As will be shown be-
low, this quantity depends of the concentrations of
gas, surface and bulk species and, hence, the use of
Equation A.21 introduces new dependent variables, the
concentrations of surface and bulk species. The con-
centration of each of Ks surface species is defined by
the requirement that its steady-state production rate
vanishes as:

ṡk = 0, k = 1, .., Ks ;
Ks∑

k=1

zk = 1 (A.23)

where ṡk is the rate of production of kth species by
surface reactions and zk the site fraction of kth surface
species.

The rate of production of kth species by surface
reactions ṡk is defined by an equation analogous to
Equation (A.9). The rate-of-progress variable qi and
the forward and the reverse reaction constants, kfi

and kri, for surface reactions are still defined by
Equations A.10–A.12, respectively. However, the form
of concentration variable Xk in Equation A.10 depends
on whether kth species is in the gas phase, (Xk is the
molar concentration defined as Yk ρ/Wk), on the sur-
face (Xk is the surface molar concentration defined
as zk�/σk where � is surface site density and σk the
number of surface sites occupied by kth species) or
in the bulk (Xk is the activity ak and set equal to the
mole fraction under the assumption of an ideal solid
solution). The pressure-based equilibrium reaction con-
stant is still given by Equation A.14. However, the
concentration-based equilibrium constants is now ex-
pressed as:

KCi = KPi

(
Patm

RT

) Kg∑
k=1

vki

(�o)

Ks∑
k=1

vki
Ks∏

k=1

σ
−vki
k (A.24)

where �o is the standard-state surface site density.
Equations A.21–A.25 along with Equations A.9–
A.14 show that when surface reactions and their
thermodynamic and kinetic parameters are defined,
Equations A.21 and A.23 become a set of algebraic
equations relating the concentrations of the correspond-
ing gas, surface and bulk species.

The concentration (activity) of the bulk species at the
reactor boundary is defined as:

ak = Ṡk∑Kb

j=1 ṡ j

k = 1, . . . , Kb

Kb∑
k=1

ak = 1 (A.25)

where Kb is the total number of bulk species and ṡk is
treated in the same way as in the case of surface species.
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In summary, Equations A.1–A.4, A.17 and A.20 rep-
resent a system of Kg + 4 equations with Kg + 4
unknowns: u, T , Yk (k = 1,. . ., Kg − 1), p, M and
yα+1. In addition, Equations A.23 and A.25 represent
a set of Ks − 1 and Kb − 1 algebraic equations with
Ks − 1 zk and Kb − 1ak unknowns, respectively. Once
this system of equations is solved, the growth rate for
each bulk species is defined as:

Gk = ṡk Wk

ρk
, k = 1, . . . , Kb. (A.26)

A.2 Boundary conditions
Since the governing equations are parabolic, the bound-
ary conditions for u, T , Yk , y and p at the reactor inlet
(x = 0) are defined. It should be noted that, since the x
coordinate is time-like from the standpoint of the nu-
merical solution procedure for the system of governing
equations, the boundary conditions specified at x = 0
can also be considered as initial conditions. It should be
noted that for the present differential/algebraic system
of equations all initial conditions are not independent.
That is, once u, T , Yk , and p are specified at x = 0, the
initial conditions for the physical cross-stream coordi-
nate, y, and for the cross-stream velocity, v, are defined
form Equation A.15 and from an integral of the mass
conservation equation.

As discussed earlier, the midplane/centerline and the
reactor wall correspond to streamlines (lines of con-
stant stream function) and, by definition, flow cannot
cross these boundaries. Thus, the following bound-
ary conditions are defined at the midplane/centerline
ξ = 0: ∂u

∂ξ
= ∂T

∂ξ
= ∂Yk

∂ξ
= y = v = 0. At the reac-

tor wall, ξ = 1.0, the following boundary conditions
are specified: u = 0 (no slip condition); T = Twall or
∂T/∂ξ = T ′

wall; y = ymax; ∂Yk/∂ξ = 0 (zero diffu-
sion flux) for the species which do not participate in
surface reactions at the reactor wall. The Yk-boundary
conditions for the other species are dependent on the
extent of their participation in various surface reac-
tions and, as discussed earlier, is implicitly defined by
Equation A.21. It should be noted that overspecifica-
tion of the boundary conditions for y (two y values
are specified even though the governing equation for y,
Equation A.15, is of the first order) enables determi-
nation of a unique p(x) function (consistent with the
initial condition for p at x = 0) which accounts for the
pressure drop due to shear forces exerted by the reactor
wall on the gas mixture.

A.3 Solution procedure
The system of governing equations is treated as a set
of differential/algebraic equations [34, 35] and solved
using the method of lines. After discretization of the
spatial derivatives, numerical solution is obtained us-
ing the computer program DASSL [36, 37]. This pro-
gram solves the equations in a marching fashion starting
with the reactor inlet (x = 0) and going toward the reac-
tor exit. The program implements a variable step-size
based on the backward difference method which makes

it very stable and, hence, particularly suited for solution
of stiff chemical-kinetics based equations. The general
solution approach implemented in DASSL is based on
the use of residual functions (equal to zero when the
equations are satisfied) which are iterated until the ap-
proximate solution (of pre-specified error tolerance) is
obtained.
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